ABSTRACT: We use measurements made onboard the National Science Foundation’s C-130 research aircraft during the 2013 Nitrogen, Oxidants, Mercury, and Aerosol Distributions, Sources, and Sinks (NOMADSS) experiment to examine total Hg (THg) emission ratios (EmRs) for six coal-fired power plants (CFPPs) in the southeastern U.S. We compare observed enhancement ratios (ERs) with EmRs calculated using Hg emissions data from two inventories: the National Emissions Inventory (NEI) and the Toxics Release Inventory (TRI). For four CFPPs, our measured ERs are strongly correlated with EmRs based on the 2011 NEI ($r^2 = 0.97$), although the inventory data exhibit a $-39\%$ low bias. Our measurements agree best (to within $\pm 32\%$) with the NEI Hg data when the latter were derived from on-site emissions measurements. Conversely, the NEI underestimates by approximately 1 order of magnitude the ERs we measured for one previously untested CFPP. Measured ERs are uncorrelated with values based on the 2013 TRI, which also tends to be biased low. Our results suggest that the Hg inventories can be improved by targeting CFPPs for which the NEI- and TRI-based EmRs have significant disagreements. We recommend that future versions of the Hg inventories should provide greater traceability and uncertainty estimates.

INTRODUCTION

According to contemporary inventories, exhaust from the combustion of fossil fuel (mainly coal), biofuel, and waste in stationary combustion sources (e.g., utility and industrial boilers) comprises 35–77% of anthropogenic Hg emissions to the atmosphere worldwide.1–5 On a global basis, coal-fired power plants (CFPPs) in particular are estimated to account for most ($\geq 56\%$) of the Hg emitted by stationary combustion sources.5,6 In the U.S., recent estimates attribute 56% of all anthropogenic Hg emissions to stationary combustion sources and 87% of all Hg emissions from stationary combustion sources to CFPPs. (See the Supporting Information for further details.)

For 1990 and subsequent years, the total magnitudes of worldwide atmospheric Hg emissions from stationary combustion sources are considered to be relatively well-constrained, with uncertainties usually quoted at $\pm 25\%$.1–3,5,8–12 The associated Hg emissions speciation (i.e., the distribution of elemental and oxidized Hg) and in-plume atmospheric chemical processing are less well-characterized.13–20 In general, emissions estimates are assumed to be most accurate for Europe, Canada, and the U.S. because of long-standing inventory development for those regions.2,3,21 However, emissions estimates for individual facilities are more uncertain when they are not based on on-site emissions testing.22

Mercury emissions data for stationary combustion sources and other point sources in the U.S. are quantified in two inventories by the U.S. Environmental Protection Agency (EPA): the National Emissions Inventory (NEI)23 and the Toxics Release Inventory (TRI).24 The NEI, which includes more detailed emissions data than the TRI, is regarded as more accurate25 and is often the primary source of U.S. Hg emissions data used in global emissions inventories2,3,5 and in chemical transport models15,17,26–30 (CTMs). In both inventories, emissions estimates for individual point sources are provided
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without uncertainty parameters. (Further details on the NEI and TRI are provided below and in the Supporting Information.)

Few studies have compared bottom-up Hg emissions estimates for individual CFPs with top-down estimates based on in-plume atmospheric measurements. All of these studies focused on emissions speciation rather than absolute emission magnitudes, and none considered emissions data reported in the NEI and TRI. Similarly, most efforts to reconcile discrepancies between atmospheric observations and predictions from atmospheric CTMs focus on adjusting the speciation and/or atmospheric chemical processing of Hg emissions, while treating total emissions as fixed parameters.

Independent evaluations of the Hg inventories are needed, including quantification of total emissions from stationary combustion sources on the basis of in-plume atmospheric measurements.

In this study, we quantify total Hg (THg) enhancement ratios (ERs) for six CFPs in the southeastern United States using atmospheric measurements made from onboard the National Science Foundation’s (NSF’s) C-130 research aircraft. The measured ERs are then compared with emission ratios (EmRs) from the NEI and TRI. Though based on a limited data set, the results are relevant to many applications of the Hg inventories, including their use in atmospheric CTMs.

### EXPERIMENTAL SECTION

**NOMADSS Experiment.** Measurements reported here were made over the southeastern U.S. during June and July 2013 from onboard the NSF’s C-130 aircraft as part of the Nitrogen, Oxidants, Mercury, and Aerosol Distributions, Sources, and Sinks (NOMADSS) field campaign. The NOMADSS experiment was one component of the Southeast Atmosphere Study (SAS), which was a regional atmospheric chemistry and climate study that employed several aircraft-based observing platforms, a network of ground-based observing stations, and extensive CTM efforts.

The main NOMADSS science goals related to Hg were to quantify emissions from several large U.S. Hg point sources, and to characterize the distribution and chemistry of atmospheric Hg over the southeastern United States. The first goal is addressed here. The second goal is addressed in Gratzi et al., which use the GEOS-Chem global CTM to diagnose the sources of large oxidized Hg enhancements that we observed in the free troposphere. Additionally, Song et al. use the NOMADSS observations and GEOS-Chem to constrain terrestrial and marine atmospheric Hg fluxes.

**Instrumentation, Hg: Overview.** Measurements of THg, gaseous elemental mercury (GEM), and oxidized mercury (HgII) were made using the University of Washington’s Detector for Oxidized Hg Species (DOHGS). The design and operating principles of the DOHGS are described in detail in Ambrose et al. and in the Supporting Information. Therefore, we provide only a brief instrument review here, focusing on the latest modifications.

During NOMADSS, the DOHGS was configured as described in Lyman and Jaffé, with modifications to the cold-vapor atomic fluorescence spectrophotometers (CVAFSs) and the GEM analytical channel as described in Ambrose et al. Soda-lime traps were installed upstream of the CVAFSs to guard the Hg preconcentration traps from acid gases. Modifications carried out in preparation for NOMADSS are discussed in the Supporting Information.

**Instrumentation, Hg: Calibration and Uncertainties.** The DOHGS was calibrated, concentrations of THg, GEM, and HgII were quantified, and measurement uncertainties were estimated as described in Ambrose et al., with minor procedural and computational differences as described below and in the Supporting Information. Concentrations of HgII observed in the plumes presented here were very near to or below the 3σ limit of detection (LOD; 0.06–0.12 ng/m³ for the flights discussed here). We therefore present only our measurements of THg, which are directly comparable to the Hg emissions data reported in the NEI and TRI. (The GEM and HgII measurements are described in the Supporting Information.)

Total Hg was sampled continuously (as GEM) using two alternating Au preconcentration traps; the sample integration time and the measurement time resolution were 150 s. Calibration and zeroing were carried out separately for each flight using measurements made in-flight and on the ground pre- and postflight. The mean 1σ precision and calibration uncertainty for THg were ±3.6 and ±6.8%, respectively, for concentrations well above the LOD (0.067 ng/m³, 3σ). Overall uncertainty was conservatively estimated as the sum of 1σ precision and calibration uncertainty.

**Instrumentation, Additional Measurements.** An extensive suite of atmospheric parameters was measured from onboard the C-130 during NOMADSS. Here, we describe only the key supporting measurements used in this study. Measurements of carbon dioxide (CO₂) were made at 5 Hz (recorded as 1 s averages) with a PICARRO Model G1301-f infrared cavity ring-down spectrometer; 1σ precision (at 5 Hz) and calibration uncertainty were both ±0.25 ppmv. Measurements of SO₂ were made at 1 Hz (recorded as 10 s averages) using a Thermo Scientific Model 43i-TLE pulsed-fluorescence gas analyzer; 1σ precision (at 0.1 Hz) and calibration uncertainty were ±22.5% and the larger of 15% of the observed value and the LOD (150 pptv, 2σ), respectively. Measurements of nitric oxide (NO) and nitrogen dioxide (NO₂) were made at 10 Hz (recorded as 1 s averages) using a two-channel NO + ozone (O₃) chemiluminescence instrument, where NO₂ was photolytically converted to NO prior to detection, overall uncertainties (at 1 Hz) were taken to be the larger of 10% for NO (15% for NO₂) and the LOD (10 pptv for NO; 20 pptv for NO₂), respectively. Measurements of hydroxyl radical (HO·) were made at 5 Hz for 8 s out of every 15 s (values reported as 30 s averages) by chemical ionization mass spectrometry (CIMS) using NO₂⁻-HNO₃ cluster ions as the ionizing reagent; overall uncertainty (at 0.03 Hz) was ±22.5%. State parameters, including ambient temperature, pressure, aircraft location (latitude, longitude, and altitude), and horizontal wind vectors, were measured at 5 Hz (recorded as 1 s averages) by the aircraft’s instrumentation. Overall uncertainties in these measurements are estimated to be ±0.2 °C, ±0.2 mbar, ±100 m, ±10 m above mean sea level (AMSL), and ±0.5 m/s, respectively.

When averaging high time resolution (i.e., 1 and 0.1 Hz) measured values to longer time intervals, precisions quoted above were scaled by n⁻¹/², where n represents the number of measurements averaged, in order to approximate the precision in the lower time resolution means.

**Emissions Inventories.** To identify the sources of pollution plumes we sampled and to draw comparisons against...
our top-down Hg emissions estimates, we used four emissions inventories prepared by the EPA: the Air Markets Program Data (AMPD) database, 24 the National Emissions Inventory, 23 the Toxics Release Inventory, 28 and the Greenhouse Gas Reporting Program (GHGRP) database. 44 The AMPD database reports hourly CO₂, SO₂, and NOₓ emissions data for large (>25 MW) fossil-fuel-fired power plants. The data are retrievable at hourly, monthly, and annual frequencies. The NEI reports annual criteria air pollutant (CAP) and hazardous air pollutant (HAP) emissions data for all air emissions sources, with triennial reporting frequency. For this study, the latest NEI reporting year was 2011. The TRI reports annual HAP emissions data for industrial point sources in specific sectors that exceed thresholds for size and material throughput; the data are reported with annual frequency. 66 The GHGRP database reports annual greenhouse gas (e.g., CO₂) emissions data for large industrial point sources, with annual reporting frequency. (Further details on the inventories are provided in the Supporting Information.)

From the AMPD database, we used hourly CO₂, NOₓ, and SO₂ emissions data for the NOMADSS campaign period and annual data for the years 2011 and 2013. From the GHGRP database, we used annual CO₂ emissions data for 2013. From the NEI, we used annual Hg emissions data for 2011. From the TRI, we used annual Hg emissions data for 2011 and 2013. We also used Hg emissions data from the EPA for CFPPs during development of the Mercury and Air Toxics Standards (MATS) rule; 47 the MATS data underlie many of the Hg emissions estimates for CFPPs reported in the 2011 NEI, including those for the CFPPs we sampled during NOMADSS (discussed below).

Discrepancies between the NEI and TRI data partly reflect differences in the emissions estimation methods underlying each inventory. 23,48 The TRI includes emissions estimates reported to the EPA by the emitting facilities, whereas the NEI mostly includes emissions estimates made by the EPA. Because the EPA plays a much more active role in developing the emissions estimates reported in the NEI, the NEI data are expected to be more accurate when both inventories report emissions estimates for the same source. 49 However, emissions estimates for individual facilities are particularly uncertain in the absence of direct emissions testing, 22 and neither inventory provides quantitative uncertainty bounds with the emissions data reported.

The level of consistency between the NEI and TRI Hg data is illustrated in Figure 1, which compares the 2011 Hg emissions reported for CFPPs by both inventories. (See Supporting Information for further details.) The TRI exhibits a statistically significant 20% positive bias with respect to the NEI. (The bias appears to be influenced disproportionately by a small number of high Hg-emitting facilities.) The correlation between the two inventories is fair, with 37% of the variability unexplained. Of the CFPPs we sampled during NOMADSS (discussed below; labeled values in Figure 1), Big Brown Station and Dolet Hills Station showed the poorest agreement; the corresponding relative differences (≡ 100 × difference ÷ mean) between the NEI- and TRI-based Hg emission estimates were −177 and 80%, respectively. For the remaining sampled CFPPs, the relative differences fell within ±25%. Welsh Power Plant showed the best agreement (relative difference = 17%) between the two inventories. The reliability of each inventory for predicting emissions in real time, however, cannot be assessed without independent, top-down evaluation.

Figure 1. Comparison of annual (2011) atmospheric Hg emissions (tons per year, tpy) reported for CFPPs in both the NEI and TRI; CFPPs sampled during NOMADSS are labeled. The fit includes all CFPPs and was calculated by unweighted linear orthogonal distance regression (ODR). Uncertainty in the slope is 95% confidence interval (CI). The intercept (−0.00 ± 0.01 tpy) is not significantly different from zero at 95% CI. Facility abbreviations: BBS, Big Brown Station; DHS, Dolet Hills Station; FMS, Fort Martin Station; HTS, Hatfield Station; LMS, Limestone Station; WPP, Welsh Power Plant.

Figure 2. Procedures we used to identify the sources of Hg-rich pollution plumes sampled during NOMADSS. In this study, we quantify Hg enhancement ratios (ERs) and emission ratios (EmRs) only for CFPPs (step 5). (a) Using measured winds and HYSPLIT. (b) To within calculated uncertainties.

The observed ERs with the inventory-based EmRs. Pollution plume encounters were identified in the C-130 time series as concurrent enhancements in THg and copollutants, including SO₂, which we used as a tracer of high Hg-emitting sources (e.g., CFPPs), and the more general combustion tracers CO, CO₂, and NOₓ (step 1; example data, Figure S2). All plumes presented here were sampled in the boundary layer at altitudes between 0.4 and 1.4 km AMSL.

When identifying possible upwind sources, we conducted plume dispersion modeling using the National Oceanic and Atmospheric Administration’s (NOAA’s) HYbrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) model
When the procedures above identified a CFPP as the possible source of an observed plume, the measured horizontal wind velocities, \( v_{\text{wind}} \), and the horizontal distances, \( d_{\text{source}} \), between the points of sampling along the flight track and the source coordinates were used to estimate the corresponding mean plume transport time since emission, \( \Delta t_{\text{plume}} \), and the emission time, \( t_{\text{emission}} \) (step 3, Figure 2). Overall uncertainty in \( t_{\text{emission}} \) was estimated from uncertainties in \( v_{\text{wind}} \) and \( d_{\text{source}} \). (See the Supporting Information for further details.)

The source \( \text{SO}_2/\text{CO}_2 \) EmR corresponding with each plume encounter was estimated as the mean EmR value for the hours containing \( t_{\text{emission}} \pm \delta t_{\text{emission}} \), using emissions data reported in the AMPD database (step 4, Figure 2; example data, Figure 4). Overall uncertainty in each EmR value was conservatively estimated as the sum of two values: (1) twice the EmR relative standard deviation (RSD) and (2) 14%, which was assumed to be the accuracy of the hourly EmR values, on the basis of the results of Peischl et al.51 The observed \( \text{SO}_2/\text{CO}_2 \) ER was then calculated from 10 s averaged measurements by linear ODR using the script provided by Cantrell;52 each measurement was weighted by the associated 1\( \sigma \) precision or by the overall uncertainty when precision was not separately provided (e.g., the weight of measured value \( i \), \( W_i \), was calculated as \( 1 - \sigma_i / \sigma \), where \( \sigma_i \) denotes the fractional 1\( \sigma \) precision in \( i \)).

Enhancement ratios calculated in this way are insensitive to plume dilution when the composition of the background air is approximately constant between the points of emission and sampling. Overall uncertainty in each ER value was conservatively estimated as the sum of two values: (1) the 95% CI in the ODR slope and (2) the sum in quadrature of the calibration uncertainties in the \( \text{SO}_2 \) and \( \text{CO}_2 \) measurements. A sampled plume was attributed to a particular upwind CFPP when the corresponding ER–EmR pair agreed to within combined uncertainties. We estimate that in-plume \( \text{SO}_2 \) loss via gas-phase oxidation may have slightly reduced the plume \( \text{SO}_2/\text{CO}_2 \) ERs (by \( \leq 14\% \)) relative to the corresponding EmRs (Table S7). However, because adjusting the \( \text{SO}_2/\text{CO}_2 \) ERs for estimated \( \text{SO}_2 \) oxidation would not change the conclusions from this study, no such adjustment was made. (See Supporting Information for further details.)

When the \( \text{SO}_2/\text{CO}_2 \) ER was unquantifiable (e.g., because of lack of significant \( \text{CO}_2 \) enhancement) or when this ratio (and HYPLIT) could not discriminate between multiple CFPPs, we incorporated \( \text{NO}_x \) data into the ER–EmR pair comparisons. In
Table 1. Comparison of Measured and Inventory-Based THg/CO2 ratios for CFPP Plumes Sampled during NOMADSS

<table>
<thead>
<tr>
<th>plume ID&lt;sup&gt;a&lt;/sup&gt;</th>
<th>NEI-based EmR&lt;sup&gt;b&lt;/sup&gt;</th>
<th>TRI-based EmR&lt;sup&gt;c&lt;/sup&gt;</th>
<th>measured ER (r&lt;sup&gt;2&lt;/sup&gt;, n)&lt;sup&gt;d&lt;/sup&gt;</th>
<th>% diff. (NEI)&lt;sup&gt;e&lt;/sup&gt;</th>
<th>% diff. (TRI)&lt;sup&gt;f&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMS-07-A</td>
<td>1.3 ± 0.2</td>
<td>2.5 ± 0.3</td>
<td>2.3 ± 1.2 (0.82, 8)&lt;sup&gt;*&lt;/sup&gt;</td>
<td>−75</td>
<td>6</td>
</tr>
<tr>
<td>FMS-07-B</td>
<td>1.3 ± 0.2</td>
<td>2.5 ± 0.3</td>
<td>2.3 ± 1.4 (0.81, 7)&lt;sup&gt;*&lt;/sup&gt;</td>
<td>−79</td>
<td>5</td>
</tr>
<tr>
<td>FMS-07-AB</td>
<td>1.3 ± 0.2</td>
<td>2.5 ± 0.3</td>
<td>2.3 ± 0.8 (0.81, 15)**</td>
<td>−77</td>
<td>5</td>
</tr>
<tr>
<td>HTS-07</td>
<td>3.4 ± 0.5</td>
<td>4.0 ± 0.6</td>
<td>2.3 ± 1.3 (0.83, 7)&lt;sup&gt;*&lt;/sup&gt;</td>
<td>32</td>
<td>43</td>
</tr>
<tr>
<td>WPP-08-B</td>
<td>5.5 ± 0.8</td>
<td>4.9 ± 0.7</td>
<td>6.8 ± 4.4 (0.85, 6)&lt;sup&gt;*&lt;/sup&gt;</td>
<td>−23</td>
<td>−39</td>
</tr>
<tr>
<td>LMS-08-A</td>
<td>11 ± 2</td>
<td>4.8 ± 0.7</td>
<td>15 ± 4 (0.989, 5)&lt;sup&gt;**&lt;/sup&gt;</td>
<td>−42</td>
<td>−23</td>
</tr>
<tr>
<td>LMS-08-B</td>
<td>11 ± 2</td>
<td>4.8 ± 0.7</td>
<td>14 ± 4 (0.989, 5)&lt;sup&gt;**&lt;/sup&gt;</td>
<td>−30</td>
<td>−197</td>
</tr>
<tr>
<td>LMS-08-AB</td>
<td>11 ± 2</td>
<td>4.8 ± 0.7</td>
<td>14 ± 3 (0.986, 7)&lt;sup&gt;**&lt;/sup&gt;</td>
<td>−33</td>
<td>−202</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−36</td>
<td>−17</td>
</tr>
</tbody>
</table>

<sup>a</sup>Plume abbreviation: III-FF-X, where III is the three-letter source identifier (Figure 1), FF is the two-digit flight number, and X denotes the plume crossing identifier (in alphabetical order) when the source was sampled twice on the same flight. For plumes labeled AB, the measured ER values were calculated from the combined data for both plume crossings. <sup>b</sup>Mean value calculated from Hg emissions data in the 2011 NEI and CO2 emissions data in the AMPD database. <sup>c</sup>Calculated from annual emissions of Hg (TRI) and CO2 (AMPD) for 2013. <sup>d</sup>All correlations are statistically significant (f test, p < 0.05); *p < 0.01, and **p < 0.001. <sup>e</sup>Percent differences between the NEI-based EmRs and measured ERs; the values are calculated relative to the EmRs and are negative when EmR < ER). Values in bold type are statistically significant. <sup>f</sup>These data are similar to those in the preceding column, but these are calculated with respect to the TRI-based EmRs. <sup>g</sup>Excludes data for AB plumes.

Table 2. Comparison of Measured and Inventory-Based THg/SO2 Ratios for CFPP Plumes Sampled during NOMADSS<sup>a</sup>

<table>
<thead>
<tr>
<th>source ID&lt;sup&gt;b&lt;/sup&gt;</th>
<th>NEI-based EmR&lt;sup&gt;c&lt;/sup&gt;</th>
<th>TRI-based EmR&lt;sup&gt;d&lt;/sup&gt;</th>
<th>measured ER (r&lt;sup&gt;2&lt;/sup&gt;, n)&lt;sup&gt;e&lt;/sup&gt;</th>
<th>% diff. (NEI)&lt;sup&gt;f&lt;/sup&gt;</th>
<th>% diff. (TRI)&lt;sup&gt;g&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBS-08-A</td>
<td>0.27 ± 0.05</td>
<td>2.8 ± 0.4</td>
<td>5.8 ± 4.8 (0.90, 5)</td>
<td>−2060</td>
<td>−108</td>
</tr>
<tr>
<td>BBS-08-B</td>
<td>0.27 ± 0.05</td>
<td>2.8 ± 0.4</td>
<td>5.2 ± 4.1 (0.86, 6)&lt;sup&gt;*&lt;/sup&gt;</td>
<td>−1818</td>
<td>−84</td>
</tr>
<tr>
<td>DHS-13-A</td>
<td>3.3 ± 0.5</td>
<td>1.7 ± 0.2</td>
<td>5.4 ± 2.7 (0.92, 7)&lt;sup&gt;**&lt;/sup&gt;</td>
<td>−62</td>
<td>−218</td>
</tr>
<tr>
<td>DHS-13-B</td>
<td>3.3 ± 0.5</td>
<td>1.7 ± 0.2</td>
<td>6.5 ± 2.4 (0.98, 6)&lt;sup&gt;**&lt;/sup&gt;</td>
<td>−97</td>
<td>−287</td>
</tr>
<tr>
<td>DHS-13-AB</td>
<td>3.3 ± 0.5</td>
<td>1.7 ± 0.2</td>
<td>5.5 ± 1.9 (0.93, 13)&lt;sup&gt;**&lt;/sup&gt;</td>
<td>−67</td>
<td>−228</td>
</tr>
</tbody>
</table>

<sup>a</sup>Emissions data for SO2 were taken from the AMPD database. <sup>b</sup>Plume abbreviations: III-FF-X, where III is the three-letter source identifier (Figure 1), FF is the two-digit flight number, and X denotes the plume crossing identifier (in alphabetical order) when the source was sampled twice on the same flight. For plumes labeled AB, the measured ER values were calculated from the combined data for both plume crossings. <sup>c</sup>Mean value calculated from Hg emissions data in the 2011 NEI and SO2 emissions data in the AMPD database. <sup>d</sup>Calculated from annual emissions of Hg (TRI) and SO2 (AMPD) for 2013. <sup>e</sup>All correlations are statistically significant (f test, p < 0.05); *p < 0.01, and **p < 0.001. <sup>f</sup>Percent differences between the NEI-based EmRs and measured ERs; the values are calculated relative to the EmRs and are negative when EmR < ER). <sup>g</sup>Values in bold type are statistically significant. <sup>h</sup>These data are similar to those in the preceding column, but these are calculated with respect to the TRI-based EmRs.

doing so, a process analogous to that described in the preceding paragraph was used. However, because the in-plume NOx lifetimes were generally estimated to be comparable to Δt<sub>plume</sub> EmbRs that incorporated NOx were corrected for estimates of NOx loss. (See Supporting Information for further details.) We did not use CO data for source identification because uncertainties in the inventoried CO emissions are larger and less well constrained than for NOx and SO2. When the possible source was not a CFPP, it was excluded from consideration in this study.

Quantification of Hg EmRs and ERs for CFPPs. For the CFPPs we sampled, the 2011 NEI reports annual Hg emission quantities (e<sub>Hg</sub>, ton/yr) derived from MATS Hg emission intensities (lb/MMBtu) and annual heat inputs (MMBtu/yr) reported in the AMPD database. Conversely, the TRI reports values of e<sub>Hg</sub> (lb/yr) estimated by the emissions facilities using several methods. The underlying emission intensities are not reported. We calculated NEI-based Hg/CO2 and Hg/SO2 EmRs as the ratios of the corresponding molar emission intensities. The CO2 and SO2 emission intensities were calculated for the time period including Δt<sub>plume</sub> ± Δδt<sub>plume</sub> from emissions data reported in the AMPD database, thereby incorporating real-time hourly variability in the CO2 and SO2 emission intensities into the calculated EmRs. We calculated TRI-based Hg/CO2 and Hg/SO2 EmRs as the ratios of the corresponding annual molar emission quantities, using CO2 and SO2 emissions data from the AMPD database. Uncertainties in the EmRs were estimated on the basis of only uncertainties in the corresponding CO2 and SO2 emissions data because uncertainties associated with the facility-level Hg emissions data were not characterized prior to this study.

For each CFPP plume which we identified, we calculated the associated THg/CO2 and THg/SO2 ERs as described above for the SO2/CO2 ERs, except using 2.5 min averaged measurements instead of 10 s averages. At the lower time resolution, the center of each plume was defined by 1 or 2 samples.

### RESULTS AND DISCUSSION

Here, we present our source identifications for plumes we attributed to CFPPs, comparing for each plume the observed SO2/CO2 (or SO2/NOx) ER with the corresponding inventory-based EmR. We then compare the observed and inventory-based THg/CO2 (or THg/SO2) ratios.

#### Source Identifications

The CFPPs we sampled and for which we quantified the THg/CO2 or THg/SO2 ERs are listed in Tables 1 and 2, respectively. (See also Table S2.) These include Big Brown Station (BBS) in Texas, Dolet Hills Station (DHS) in Louisiana, Fort Martin Station (FMS) in West...
Virginia, Hatfield Station (HTS) in Pennsylvania, and Limestone Station (LMS) in Texas. (Measured SO₂/CO₂ ERs are compared in Table S3 with the corresponding source EmRs for all CFPPs in Tables 1 and 2, with the exception of Big Brown for which the SO₂/CO₂ ER was unquantifiable, as discussed below.) The Fort Martin plumes could not be assigned exclusively to Fort Martin on the basis of only the observed SO₂/CO₂ ERs. We therefore also used NOx data to exclude a separate nearby CFPP as a source of these plumes. (See Supporting Information for further details.) For CFPPs that were sampled in duplicate (Dolet Hills, Fort Martin, and Limestone), the observed ERs for each plume crossing were statistically indistinguishable from one another at 95% CI; relative differences for all duplicate plume crossings were within ±9.8%, suggesting that the ERs were not greatly influenced by background variability during plume dilution.

For Big Brown Station, the SO₂/CO₂ ER could not be determined because CO₂ was not significantly enhanced in the plume, possibly because of inefficient plume penetration by the aircraft. Therefore, we carried out our source identification using the SO₂/NOx ratio, after correcting the corresponding SO₂/NOx EmR values for estimated NOx loss. (See Supporting Information for further details.) The measured and corrected inventory-based SO₂/NOx ratios are compared in Table S4. The measured SO₂/NOx ratios are consistent with the inventory values, with or without correction for NOx loss, and are statistically indistinguishable from one another at 95% CI (relative difference = ±56%, possibly reflecting unaccounted variability in either the NOx background or plume chemistry).

Hg EmRs and ERs. For each CFPP plume, the observed THg/CO₂ ER is compared with the associated inventory-based EmR in Table 1. The Dolet Hills Station plumes are excluded from Table 1 because the observed THg/CO₂ correlations were not statistically significant at 95% CI (p = 0.090 and 0.68 for the A and B plumes, respectively). For CFPPs that were sampled in duplicate (Fort Martin Station and Limestone Station), the observed ERs for each plume crossing were statistically indistinguishable from one another at 95% CI (relative differences were within ±8.6%). For these CFPPs, we determined the THg/CO₂ ERs with smaller relative uncertainty by performing regression analysis on the combined data for both plume crossings (plumes labeled AB in Table 1).

For the plumes attributed to Dolet Hills Station and Big Brown Station, the THg/SO₂ ERs are compared to the corresponding inventory-based values in Table 2. (Similar data for the plumes in Table 1 are given in Table S8.) The THg/ SO₂ ERs measured for duplicate plume crossings were statistically indistinguishable at 95% CI (relative differences were within ±19%). For Dolet Hills, we determined the THg/ SO₂ ER with smaller relative uncertainty by performing regression analysis on the combined data for both plume crossings (plume labeled AB in Table 2).

Comparisons between Observed Hg ERs and Inventory-Based Hg EmRs. Percent differences between each observed THg/CO₂ ER and the corresponding NEI- and TRI-based EmRs, relative to the inventory-based values (i.e., percent difference = 100 × (EmR – ER) × EmR), are given in the last two columns of Table 1. Analogue results for the THg/ SO₂ ER–EmR pairs are given in Table 2. Negative percent differences correspond with ER > EmR, and values in bold type are larger than the combined uncertainties for the ER–EmR pair. (The analysis does not account for uncertainties in the associated Hg emissions data nor does it account for short-term variability in the Hg emission intensities, discussed further in Supporting Information.)

**Composite Comparisons.** Linear regression of the measured versus NEI-based THg/CO₂ ratios (Figure 5), including the data in Table 1 (excluding the AB plumes), yields a strong correlation (r² = 0.97, p < 0.001, n = 6), with a slope of 1.39 ± 0.34 nmol/mol (95% CI) and a nonsignificant intercept at the 95% CI (−0.5 ± 2.5). These results suggest that the 2011 NEI data tended to underestimate Hg emissions from the CFPPs we sampled, with an overall bias of −39%. Similarly, the median percent difference between measured and NEI-based THg/CO₂ ratios (Table 1, excluding the AB plumes) is −36%, although none of the individual differences between measured and NEI-based THg/CO₂ ratios were statistically significant. The NEI-based THg/SO₂ ratios in Table 2 also tend to be biased low compared with the measured values, especially for Big Brown Station (percent difference of approximately −2000%; discussed below).

The measured THg/CO₂ ratios were not correlated with the 2013 TRI-based ratios at 95% CI (p = 0.09). This result appears to be largely driven by the Limestone Station pair, in which the TRI-based value is significantly lower than the ERs we measured (Table 1). Although exclusion of Limestone Station did not yield a significant linear correlation at 95% CI (p = 0.2, n = 4), substitution of the 2011 TRI data yielded a slope of 2.1 ± 0.6 and an intercept of −3.7 ± 3.5 nmol/mol (r² = 0.96, p < 0.001). The median percent difference between measured and TRI-based THg/CO₂ ratios (excluding AB plumes) is −17%. The TRI-based THg/SO₂ ratios in Table 2 also tend to be biased low compared with the measured values. The TRI therefore appears to be of limited value as a quantitative tool for the prediction of real-time Hg emissions at individual CFPPs, at least for the facilities considered here.

**Facility-Level Comparisons.** For Limestone Station, our measurements (and the NEI-based EmR) are more consistent with the 2011 TRI-based EmR (8.9 ± 1.2 nmol/mol), which is much larger than the 2013 TRI value (Table 1). The TRI

![Figure 5. Linear regression of measured THg/CO₂ ERs against 2011 NEI-based EmRs for CFPP plumes sampled during NOMADSS (plumes listed in Table 1; excluding AB plumes). Uncertainty in the slope is 95% CI. Error bars represent uncertainties in Table 1.](image-url)
indicates that total environmental Hg releases (atmospheric emissions + on-site land disposal) at Limestone were 0.82 tons/yr in 2011 and only slightly lower (by <10%) in 2013. However, the quantity of atmospheric emissions in the TRI decreased significantly from 73% of the total in 2011 to 40% in 2013, implying a concomitant improvement in Hg removal efficiency for the emissions controls employed. (Neither the TRI nor the AMPD database indicate a change in emissions controls at Limestone between 2011 and 2013.) The TRI further indicates that published EmRs were used to estimate atmospheric Hg emissions at Limestone in both 2011 and 2013. Although the EmR values are not explicitly stated, it appears that a lower EmR was used to calculate the 2013 TRI emissions, and this value is biased low with respect to our measurements during NOMADSS.

Hatfield Station and Welsh Power Plant are the only CFPPs we sampled for which the MATS Hg emission intensities were derived from on-site emissions measurements. The THg/CO2 ratios we measured for these facilities exhibited some of the lowest percent differences with respect to the corresponding NEI-based EmRs (Table 1). This indicates that Hg emissions data are more reliable when they are traceable to on-site emissions measurements.

Considering the THg/SO2 ER–EmR pairs in Table 2, the measured ERs significantly disagree with one of the inventory-based EmRs for both Big Brown Station and Dolet Hills Station. For Dolet Hills, the measured ratio is marginally consistent with the NEI-based value but is significantly larger than the TRI-based value. The TRI indicates that site-specific EmRs were used to estimate atmospheric Hg emissions at Dolet Hills in both 2011 and 2013. The 2011 and 2013 TRI-based THg/CO2 EmRs agree to within ±1%, indicating that the same EmR was likely used in both years. It appears that the EmR was not derived from on-site emissions measurements. The MATS Hg emission intensity for Dolet Hills, which is used in the NEI, also was not derived from on-site emissions measurements but appears to be reasonably accurate in this case.

For Big Brown Station, the measured THg/SO2 ratio is consistent with the TRI-based value, but is significantly larger than the NEI-based value. The apparent low bias in the NEI-based EmR implies an underestimation of the corresponding emission intensity. The MATS Hg emission intensity for Big Brown represents the mean value derived from emissions measurements carried out at 17 separate CFPPs having similar characteristics in terms of fuel type, boiler type, and emissions controls. For these 17 CFPPs, the MATS emission intensities vary widely, spanning more than 2 orders of magnitude (3.43 × 10^{-8}–6.41 × 10^{-6} lb/MMBtu, RSD = 130%), and the mean value is highly uncertain when applied to individual CFPPs. The THg/SO2 ERs we measured for Big Brown are consistent (to within measurement uncertainties) with Hg emission intensities ≥4.8 × 10^{-6} lb/MMBtu, which is near the high end of the range of values underlying the NEI-based EmR. (By comparison, the TRI-based THg/SO2 EmR corresponds with an even larger Hg emission intensity of 1.3 × 10^{-5} lb/MMBtu.) It is therefore likely that the emission intensity applied to Big Brown in the NEI is much lower than the true value. Our results indicate that the prescription of Hg emission intensities to untested CFPPs can in some cases lead to very large errors in the corresponding emissions estimates.

Our results further suggest that efforts to improve the Hg emissions inventories should pay special attention to CFPPs for which the NEI and TRI are in large disagreement. For such cases, we show that plume measurements from an aircraft platform can identify outlying emissions estimates. We recommend that future Hg emission inventories provide greater traceability as to how emissions are calculated for each facility and provide an estimate of uncertainty.

---
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**ABBREVIATIONS**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMPD</td>
<td>Air Markets Program Data</td>
</tr>
<tr>
<td>AMSL</td>
<td>above mean sea level</td>
</tr>
<tr>
<td>CAP</td>
<td>criteria air pollutant</td>
</tr>
<tr>
<td>CEM</td>
<td>cation exchange membrane</td>
</tr>
<tr>
<td>CFPP</td>
<td>coal-fired power plant</td>
</tr>
<tr>
<td>CI</td>
<td>confidence interval</td>
</tr>
<tr>
<td>CIMS</td>
<td>chemical ionization mass spectrometry</td>
</tr>
<tr>
<td>DOHGS</td>
<td>detector for oxidized Hg species</td>
</tr>
<tr>
<td>EPA</td>
<td>Environmental Protection Agency</td>
</tr>
<tr>
<td>EmR</td>
<td>emission ratio</td>
</tr>
<tr>
<td>ER</td>
<td>enhancement ratio</td>
</tr>
<tr>
<td>GEM</td>
<td>gaseous elemental mercury</td>
</tr>
<tr>
<td>GHGRP</td>
<td>Greenhouse Gas Reporting Program</td>
</tr>
<tr>
<td>HAP</td>
<td>hazardous air pollutant</td>
</tr>
<tr>
<td>HYSPLIT</td>
<td>HYbrid Single-Particle Lagrangian Integrated Trajectory</td>
</tr>
</tbody>
</table>
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